
Artificial intelligence 



What is AI and how does it work?

• Simulation of intelligent behaviour in computers
• Recognizing speech, text, images

• Machine learning
• Goal defined algorithm

• Supervised, unsupervised

• Deep learning
• Algorithm can adapt itself

• Playing chess and Go



What a judicial system does with AI

• Process management

• Knowledge management

• Advice, suggestions

• Predictions

• Bias, discrimination

• Conservative

• Test for consistency



What AI can do for courts: 
(1)

•Proven technology: 

• Structuring information

• Case processing

• Providing information in chatbots



Structuring information: 
E-discovery and how it works

• Pretrial discovery

• Information, evidence in documents, emails, messages

• Automated search

• Machine learning

• Parties agree on search terms and coding

• Agreement needs judicial consent

• Algorithm trained for effectiveness

• Then search for relevant information 

• Recognized in US and UK



What AI can do for courts: 
(1)

•Potential technology
• Advisory

• Preventing disputes

• Solution explorer

• Supporting resolution

• Forecasting outcomes

• Process analysis

• New insights



Online solution explorer



Online divorce settlement negotiation



Predicting US Supreme Court outcomes

Predictive justice?

Katz, Bommarito, Blackman

Info about judges

Political, biographical

No legal reasoning

Claim 70,2% accuracy



Predicting European Court of Human Rights outcomes             

Predictive justice?

Aletras and Tsarapatsanis

Counting words + word groups in the decisions

Statistic probability

No explanation or legal reasoning

Claim 79% accuracy

Finding: judgments are largely based on the facts



Outcomes

• Is 79% good? 
• Yes/no: 50% probability, 

• all cases 84% probability the court will find some violation of ECHR

• Analysis: 

• judicial decision-making is significantly affected 

• by the stimulus of the facts.



What does AI do to the judicial system 

• Bias, discrimination

• Conservative

• Test for consistency

• What if lawyers use predictions?



2. Issues for the administration of justice

Data quality and quantity

Discrimination and bias

Lack of transparency

And more…



Discrimination and bias

• Result:
⛔️Unjust treatment of different 

categories of people
⛔️Distinction we consider unfair

• Cause:
⁉️Biased judges?
⁉️Biased laws?
⁉️Biased programmers?
⁉️Lack of data?
⁉️Bad algorithms?



Issues: Discrimination and bias (Compas)

Correctional Offender Management Profiling for Alternative 
Sanctions (COMPAS)



Data quality (and quantity)

Quantity

Quality ⇢Who controls the information?

⇢ How much is enough?

How many court decisions to 
forecast case outcome?

“

“

The court?
The judiciary?
Who else?



Lack of transparency

Commercial products 

are proprietary 

software…

“



Issues: Judge profiles

Judge profiling is now a crime in France



Benz no. 1, the world’s 1st automobile (1890s)

People get killed
No security
No regulations



Not very intelligent yet

People get killed
AI: how to deal with it?



Regulating AI: human control

• Responsible AI

• Ethical AI

• CEPEJ Principles

• EU White paper on AI

• EU proposal for AI regulation



Regulating AI in judicial systems



✓ Preclude a prescriptive approach  
⇢ The computer does not decide on its own

✓ Ensure that users are informed actors  
⇢Users know what the AI does 

✓Users are in control of their choices  
⇢Users can decide what to do with the AI’s 
result

Principle 5: AI under user control



What courts need to do for AI 

• Human, judiciary and court control:
• Design

• Development

• Safeguarding correct workings

• Improving legal source input 
• Correct data

• Secure data

• Enough data

• Machine-processable judgments


